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A B S T R A C T

Magnesium hydride (MgH2) holds immense potential for large-scale hydrogen storage due to its high gravimetric 
capacity and volumetric density. However, its practical application in energy storage systems is hindered by 
sluggish dehydrogenation kinetics and high energy consumption. Inspired by the burst effect in MgH2 dehy
drogenation, we proposed a demand-driven dynamic heating (DDDH) strategy that synchronizes thermal supply 
with reaction-stage-specific energy demands, aiming to simultaneously reduce dehydrogenation energy con
sumption and increase dehydrogenation rate. Based on experimental dehydrogenation curves, the variation 
curves of reaction rate parameters (activation energy and pre-exponential factor) with the dehydrogenation 
progress were obtained. The dehydrogenation processes of two typical devices (with and without fins) through 
traditional isothermal heating strategy and our newly proposed DDDH strategy were simulated. Numerical 
simulations of two reactor designs demonstrate that the DDDH strategy reduces dehydrogenation time by up to 
57.99 % and improves exergy efficiency by 3.23 % at a peak temperature of 873 K and an equilibrium tem
perature of 573 K. These results demonstrate that the DDDH strategy is not only effective at the material level, 
but also suitable for system-level hydrogen release optimization under practical operating conditions. The DDDH 
strategy further demonstrates robust dehydrogenation performance under non-adiabatic conditions. Crucially, 
the strategy achieves these advancements without requiring additional hardware, enabling scalable deployment 
in stationery and grid-scale hydrogen energy storage systems. This work bridges material science and thermal 
engineering, offering a targeted solution to enhance the real-world applicability of solid-state hydrogen storage 
technologies in large-scale energy storage infrastructure.

1. Introduction

Hydrogen energy stands as a cornerstone for achieving global carbon 
neutrality due to its high energy density and zero-emission potential [1]. 
Large-scale hydrogen storage remains a critical challenge for integrating 
intermittent renewable energy sources into stable grid systems [2]. 
Solid-state hydrogen storage using magnesium hydride offers a 
compelling solution with high gravimetric (~7.6 wt%) and volumetric 
(~110 g/L) hydrogen storage densities and inherent safety under 
ambient conditions [3–5]. Despite these advantages the practical 
deployment of MgH2-based systems is hindered by slow dehydrogena
tion kinetics and excessive energy demands [6,7]. Therefore, it is 

essential to investigate the kinetic mechanisms of hydrogenation and 
dehydrogenation in magnesium-based hydrogen storage materials and 
to enhance these processes [8–11]. The challenges associated with 
magnesium-based hydrogen storage materials are determined by both 
heat transfer properties of the device and dehydrogenation kinetics of 
the material. Efforts are currently focused on optimizing the heat 
transfer performance of hydrogen storage tanks and reducing the acti
vation energy of materials, respectively [12–14]. The performance of 
hydrogen storage tanks is primarily evaluated based on two criteria: 
energy consumption and rate.

To optimize the heat transfer performance of hydrogen storage tanks, 
researchers primarily focus on improving the tank structure, modifying 
relevant performance parameters, or employing advanced phase change 
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materials. Numerical modeling of hydrogen storage tanks with MgH2 
composite compression disks demonstrated that increasing hydrogen 
supply pressure to 2.6 MPa and heat transfer fluid (HTF) velocity to 5 m/ 
s significantly accelerated dehydrogenation kinetics [15]. Subsequently, 
comparative analysis of metal hydride thermal energy storage systems 
demonstrated that compacting MH powder enhances bed thermal con
ductivity, as validated by gravimetric heat storage rate (GHSR) maxi
mization [16]. Comparative studies installing helical coil heat 
exchangers (HCHEs) in tank systems demonstrated their superiority 
over conventional designs through enhanced thermal performance and 
validated operational efficiency [17,18]. In addition to modifying the 
heat exchanger structure, changing the material is another viable op
tion. A novel sandwich-structured MH-TCM hydrogen storage system 
achieved a 61.1 % reduction in hydrogen storage duration by optimizing 
thermochemical material distribution to 40 % inner-layer volume ratio, 
expanding heat transfer area while minimizing thermal resistance [19]. 
Optimized thermal management via high-temperature hydrogen gas as 
both heat transfer medium and reactant in a Mg-based storage system 
enabled efficient hydrogen absorption at 473 K and desorption at 773 K, 
with a 9:1 structural height ratio and increased flow rates accelerating 
kinetics, while coupling to a gas circulatory system established an in
tegrated framework for scalable solid-state hydrogen storage [20].

To optimize the intrinsic properties of materials, researchers pri
marily employ strategies such as adding catalysts, nano-structuring, or 
alloying. It has been demonstrated that doping with K2TaF7 improves 
the hydrogen storage performance of MgH2 by lowering the dehydro
genation temperature, reducing activation energy, and enhancing 
reversible capacity through synergistic catalytic effects [21]. Similarly, 
the use of high-entropy alloys has been reported to significantly enhance 
the hydrogen storage properties of MgH2, exhibiting exceptional cata
lytic activity, accelerating dehydrogenation kinetics, and reducing 
operational temperatures [22]. Studies have shown that the Ni6M
nO8@rGO nanocomposite enhances MgH2 hydrogen sorption by 
lowering temperatures, reducing activation energies, and improving 
cyclic stability through synergistic catalytic effects [23]. In addition, 
FeCoNiCrTi high-entropy alloy (HEA) nanosheets have been found to 
improve MgH₂ hydrogen storage, reducing the dehydrogenation tem
perature to 471.5 K and decreasing the activation energy by 51 % 
through synergistic catalysis [24]. Two-dimensional V2C MXene signif
icantly enhances MgH2 hydrogen storage performance by lowering the 
onset desorption temperature to 463 K, reducing activation energy, and 
slightly decreasing reaction enthalpy [25]. Yttrium addition to Mg alloys 
also improves hydrogen absorption kinetics and desorption rates. 
Mg24Y3 shows optimal performance and the lowest dehydrogenation 
activation energy, although it leads to a slight reduction in reversible 

hydrogen capacity [26].
Despite extensive research focusing separately on improving heat 

transfer or modifying material properties, integrated performance 
optimization remains insufficient for meeting the requirements of large- 
scale hydrogen storage systems. This is primarily because research has 
typically been conducted in isolation, whereas this is an interdisci
plinary field that requires a simultaneous and synergistic approach to 
optimize both material properties and heat transfer characteristics. In 
heat and mass transfer studies, greater attention should be paid to the 
variations in material properties. Research has shown that dehydroge
nation kinetics are dynamic, which presents new possibilities and 
challenges for the study of heat transfer characteristics. Kapischke et al., 
[27] for the first time, used a measuring technique with oscillating 
change of temperature in a non-permeated packed bed of fine-grained 
material and found that the thermal-physical property of the MgH2 
bed changed with temperature. The growth behavior of magnesium 
during the dehydrogenation of MgH2 nanoparticles has been studied, 
revealing a unique transition mechanism [28]. The growth of Mg mi
crocrystals occurs in three stages, with a slower dehydrogenation rate in 
the first stage and an accelerated rate in the second stage. In our pre
vious study [29], layer-by-layer calculations of the MgH2 dehydroge
nation process were performed using density functional theory and 
molecular dynamics. We found that the energy barrier for dehydroge
nation from the surface layer of MgH2 is initially the highest, then de
creases and stabilizes. This reduction in the energy barrier, along with 
an increase in the reaction rate, indicates a transition from slower to 
faster dehydrogenation. Based on the burst effect, the first kinetic pre
diction model for solid-state hydrogen storage was proposed [30]. These 
findings emphasize that understanding the interaction between 
material-level kinetics and system-level thermal response is crucial for 
achieving high-performance solid-state hydrogen storage systems suit
able for grid-scale deployment.

In summary, the external device design and internal material 
modification form an integrated system. However, at present, they are 
being optimized separately to reduce energy consumption or improve 
the rate. These aspects should be synergized to more effectively address 
the challenge. To address this gap, and to support the development of 
scalable hydrogen storage technologies, we draw on the burst effect of 
MgH2 dehydrogenation and propose the demand-driven dynamic heat
ing (DDDH) strategy that synchronizes thermal supply with reaction- 
stage-specific energy demands, aiming to simultaneously reduce dehy
drogenation energy consumption and increase dehydrogenation rate. 
Firstly, the segmented kinetic characteristic curves of MgH2 dehydro
genation were obtained. Subsequently, two typical devices (with and 
without fins) were selected to simulate the dehydrogenation process 

Nomenclature

Symbols
ε porosity of MH bed
μ dynamic viscosity, Pa s
λ thermal conductivity, W/m/K
ψ exergy efficiency
ξ reaction process
ρ density, kg/m3

Ω space computing region
ΔH enthalpy change, kJ/mol H2
ΔS entropy change, J/mol/K
A pre-exponential factor
CP specific heat, J/kg/K
K permeability, m2

M molar mass, g/mol
n Avrami exponent

P pressure, Pa
Q heat flux, W/m2

S area, m2

t time, s
T temperature, K
u velocity, m/s
wt maximum hydrogen density, wt%

Subscripts
d dehydrogenation
eq equilibrium
eff effective
gas gas
out outlet
s solid
ref reference
w wall

J. Cai et al.                                                                                                                                                                                                                                       Journal of Energy Storage 130 (2025) 117495 

2 



using both the conventional isothermal heating strategy and our newly 
proposed demand-driven dynamic heating strategy. The energy demand 
variations during the dehydrogenation reaction were subsequently 
analyzed. The dehydrogenation energy consumption and rate were 
compared under both heating strategies. Additionally, for the demand- 
driven dynamic heating strategy, the effects of the peak temperature 
and final temperature of dehydrogenation on energy consumption and 
rate were examined. Although the DDDH strategy involves a higher peak 
dehydrogenation temperature, it achieves better overall energy utiliza
tion and significantly enhances the practical efficiency of MgH₂ storage 
systems. This novel heating strategy can significantly improve the en
ergy utilization and dehydrogenation rate of the device by adjusting the 
temperature, without requiring additional equipment. As such, the 
DDDH approach provides a practical and scalable solution for advancing 
magnesium-based solid-state hydrogen storage technologies toward 
real-world applications in large-scale energy storage.

2. Mathematical model

The two-dimensional metal hydride reactors considered in this study 
are illustrated in Fig. 1. Both the reactor body and the circular fins are 
constructed from brass and filled with magnesium hydride powder. The 
two reactor models differ in their internal fin configurations, designed to 
explore the influence of heat transfer structures. In the thermal bound
ary setup, heat flux is applied to the lateral wall, the bottom surface, and 
the top surface, except for the localized area of the hydrogen outlet, 
which is modeled as thermally insulated. This heating layout reflects 
realistic configurations where external heaters or contact surfaces are 
used to promote uniform heating. Detailed geometric and material pa
rameters are presented in Fig. S1. Hydrogen acts as both the heat and 
mass transfer medium, entering the tank through the inlet during ab
sorption, and is desorbed and released through the outlet during the 
dehydrogenation process.

The hydrogen dehydrogenation processes in MH reactors are 
described using energy and mass balance equations, along with ther
modynamic and kinetic models. The general assumptions include: (1) 
Hydrogen is treated as an ideal gas; (2) The physical properties of the 
material are constant throughout the reaction, unless otherwise speci
fied; (3) Local equilibrium is assumed between the MH and hydrogen 
gas; (4) The MH beds are treated as porous media with uniformly 

distributed particles and constant porosity; (5) The volume expansion of 
particles and internal stresses within the MH beds are neglected; (6) The 
reactor is well insulated, preventing heat transfer with its surroundings.

2.1. Heat transfer equations

The heat transfer equation for the porous hydrogen storage material 
reactor bed is follows [31]: 

(
ρCp

)

eff
∂Ts

∂t
+ ρgCp,gug∇Ts = ∇

(
λeff∇Ts

)
+ ST (1) 

where ρg is the density of hydrogen gas, Cp,g is the specific heat capacity 
of hydrogen gas, ug stands for the velocity of hydrogen gas. λeff repre
sents effective thermal conductivity, 

(
ρCp

)

eff stands for effective volu
metric heat capacity, and ST denotes internal heat source, as defined 
below [32]: 

λeff = ελg + (1 − ε)λs (2) 

(
ρCp

)

eff = ερgCp,g + (1 − ε)ρsCp,s (3) 

ST = ρempwt(1 − ε)
[

ΔH
Mg

+ Ts
(
Cp,g − Cp,s

)
]

dξ
dt (4) 

where λs, ρs and Cp,s are the thermal conductivity, density, specific heat 
capacity of the MH bed, ε represents the porosity of the MH bed, Mg 

presents the molar mass of hydrogen, and wt stands for the maximal 
hydrogen concentration in the Mg-based MH.

Energy equation for the heat exchanger tube wall: 

ρwCp,w
∂Tw

∂t
= ∇(λw∇Tw) (5) 

where λw, ρw and Cp,w are the thermal conductivity, density, specific heat 
capacity of the copper wall and fins.

2.2. Mass transfer equations

The mass transfer equation between hydrogen and Mg-based MH can 
be expressed as [33]: 

Fig. 1. Schematic structure of hydrogen storage tank model.
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∂ερg

∂t
+∇

(
ρgug

)
= Sm (6) 

where Sm is the mass source of dehydrogenation reaction, as defined 
below [34]: 

Sm = ρempwt(1 − ε) dξ
dt

(7) 

The Mg-based MH is treated as porous medium, and the Darcy’s law 
is used to describe the hydrogen flow within the hydrogen bed: 

ug = −
K
μg
∇Pg (8) 

Here, ug is the flow velocity of hydrogen, K is the permeability, Pg is 
the pressure, and μg is the dynamic viscosity of hydrogen, which can be 

expressed as μg = 9.05× 10− 5
(

T
293

)0.68

.

2.3. Dehydrogenation reaction kinetic equations

The reaction process of dehydrogenation in a hydrogen storage tank 
can be expressed as ξ versus time, with the reaction fraction ξ going from 
0 to 1. The reaction process can be represented by the Johnson-Mehl- 
Avrami-Kolmogorov (JMAK) model [35]. The JMAK model shows a 
very high level of fit in modeling the dehydrogenation process of 
magnesium-based hydrogen storage materials, which is shown below: 

ξ = 1 − e− (kt)n (9) 

ln( − ln(1 − ξ) ) = nlnk + nlnt (10) 

Here, n is the Avrami exponent, k is the reaction rate parameter 
which is related to T, Pg, Ad and Ed, which is shown as [36–39]: 

k = Adexp
(

−
Ed

RgTs

)

ln
(

Pg

Peq,d

)

,Peq,d > Pg (11) 

The hydrogenation reaction occurs when the hydrogen equilibrium 

pressure is lower than the reaction pressure. Conversely, when the 
hydrogen equilibrium pressure exceeds the reaction pressure, the 
dehydrogenation reaction takes place. The relationship between the 
hydrogen equilibrium pressure and the reaction temperature is shown 
below [40–43]: 

ln
(

Peq

Pref

)

=
ΔH
RgTs

−
ΔS
Rg

(12) 

where Pref denotes the reference pressure, usually considered to be 0.1 
MPa. Therefore, the dehydrogenation kinetic equation can be expressed 
as [44–46]: 

dξ
dt

= Adexp
(

−
Ed

RgTs

)

ln
(

Pg

Peq,d

)

n(1 − ξ)[ − ln(1 − ξ) ]
n− 1

n (13) 

Inspired by the burst effect observed in MgH₂ dehydrogenation, we 
first conducted a segmented analysis of the dehydrogenation kinetics 
using the JMAK model. In this process, the reaction progression was 
divided into 5 % intervals, and the pre-exponential factor and activation 
energy were independently calculated for each segment based on 
experimental data. This segmentation revealed clear changes in kinetic 
behavior, particularly a steep decrease in activation energy at the 
beginning of the reaction which supports the “burst effect” mechanism 
proposed in our earlier work [29,30]. The segmented results, although 
initially discontinuous, showed high agreement with experimental 
dehydrogenation curves, as seen in Figs. 2(a) and S3(c).

To construct a more realistic and continuous kinetic model suitable 
for numerical simulation, the segmented kinetic parameters were fitted 
using an exponential decay function (ExpDec3). This smoothing pro
cedure resulted in continuous functions for both activation energy and 
the pre-exponential factor, shown in Fig. 2(b) and (c). The fitted func
tions are given in Eqs. (14) and (15), with high correlation coefficients 
(R2 = 0.970 and 0.965), indicating strong consistency with the 
segmented data and underlying physical behavior. 

ln(Ad) = 17.13 × exp
(

−
ξ

0.075

)

+ 10.90 (14) 

Fig. 2. (a) Dehydrogenation fitting curves using segmented results. Fitted function curves of (b) dehydrogenation pre-exponential factor and (c) activation energy 
during dehydrogenation of magnesium hydride and (d) Comparison of simulation results with experimental results [31] at 623 K dehydrogenation temperature.
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Ed = 86.50 × exp
(

−
ξ

0.076

)

+ 90.68 (15) 

2.4. Energy consumption calculation equation

To facilitate the calculation of energy consumption during the 
dehydrogenation process, a second-type boundary condition is adopted 
in this study, in which a prescribed heat flux Q is applied to the tank 
walls. The constant heat flux boundary allows for direct control of 
thermal input and is also more responsive and easier to implement in 
electrically heated systems. In addition, the use of a second-type 
boundary condition simplifies the quantification of energy input, 
which is essential for subsequent energy and exergy analyses. Under the 
assumption of adiabatic surroundings, all heat flux from the walls is 
absorbed internally by the tank structure and the hydride bed. The heat 
absorbed by the bed can be divided into two parts: one associated with 
the heating phase, and the other with the endothermic chemical reac
tion. The total theoretical energy required by the hydrogen storage tank 
is defined by Eq. (16). 

E = QSt =
∑

i

∫

Ωs

(
ρCp

)

e(Ti − Ti− 1)sdV +
∑

i

∫

Ωw

(
ρCp

)

w(Ti − Ti− 1)wdV

+
∑

i

∫

Ωs

Sm

[
ΔH
Mg

+ Ti,s
(
Cp,g − Cp,s

)
]

dV

(16) 

where S denotes the heated area, which for both models is the entire 
outer surface. Ω is denoted as a space region. The subscripts i, s, w, and g 
denote the time step, the hydride, the hydrogen storage tank, and the 
hydrogen, respectively.

2.5. Exergy analysis of dehydrogenation process

For practical applications, it is crucial to assess not only the energy 
content but also its efficiency [47]. Analysis of the exergy of dehydro
genation device is very important. The exergy input to the device is 
obtained by Eq. (17). 

Exin = QSt (17) 

The exergy in the dehydrogenation reaction is calculated by Eq. (18): 

The exergy efficiency can be obtained from Eq. (19) [48–51]: 

ψ =
Exdes

Exin
(19) 

2.6. Initial and boundary conditions

The initial temperature for dehydrogenation is 300 K, with a con
stant hydrogen supply pressure of 0.1 MPa. The hydrogen inlet and 
outlet satisfy the adiabatic boundary conditions as follows: 

∂Tg

∂n⇀
= 0 (20) 

The initial hydrogen pressure of hydrogen in the hydrogen storage 
tank is satisfied: 

Pg = Peq,d (21) 

Other symmetric or adiabatic boundaries can be expressed as: 

∂Ts

∂n⇀
=

∂Tw

∂n⇀
=

∂Tg

∂n⇀
= 0 (22) 

2.7. Numerical implementation

The physical parameters used in the simulation are summarized in 
Table 1. The model was solved using the commercial software package 
COMSOL Multiphysics 6.2. In this study, both Model A and Model B 
were analyzed using a two-dimensional, axisymmetric model. The 
relative and absolute errors were set to 10− 4. For the heat transfer 
component, the solid and fluid heat transfer module was used, while 
Darcy’s law was applied for the mass transfer component. Additionally, 
the ordinary differential equations and algebraic differential equations 
modules were employed to model the dynamics. As shown in Fig. S2, a 
comparison of several mesh sizes demonstrated that a 1 mm mesh size 
provided both computational accuracy and efficiency. Therefore, a 1 
mm mesh size was selected for the simulations.

By establishing a consistent set of simulation parameters, the tem
poral evolution of both average temperature and hydrogen mass fraction 
during dehydrogenation was numerically investigated. As shown in 
Fig. 2(d), the simulation results demonstrate reasonable consistency 
with experimental measurements [31], with the most significant devi
ation occurring between 2000 and 4000 s. This discrepancy may be 

partially attributed to measurement inaccuracies in experimental 
average temperature coupled with inadequate consideration of intrinsic 
dynamic material properties in the simulation parameters. The 
enhanced correlation with experimental data achieved by the dynamic 
parameters suggests improved model fidelity. These findings collec
tively confirm the validity and reliability of the proposed mathematical 
framework, which incorporates both material-specific characteristics 
and simulation-based validation.

3. Results and discussion

3.1. The demand-driven dynamic heating (DDDH) strategy

The dehydrogenation process of MgH2 exhibits a dynamic energy 
barrier, which decreases during the reaction and then stabilizes. This 
behavior, known as the burst effect, causes the temperature requirement 

Table 1 
Physical parameters of the model in this work.

Parameters Values

ΔH Reaction enthalpy of Mg-based MH 75,000 J/mol H2

ΔS Reaction entropy of Mg-based MH 135.6 J/mol/K
Mg The molar mass of hydrogen 2.01588 kg/kmol
wt The maximal hydrogen concentration 0.06
ε Porosity 0.74
ρemp Density of the Mg-based MH 1800 kg/m3

λg Thermal conductivity of hydrogen 0.167 W/m/K
Cp,g Specific heat of hydrogen 14,890 J/kg/K
λs Thermal conductivity of hydride 0.48 W/m/K
Cp,s Specific heat of hydride 1545 J/kg/K
K Permeability 5.75× 10− 12 m2

λw Thermal conductivity of tank (Brass) 8430 W/m/K
Cp,w Specific heat of tank (Brass) 385.2 J/kg/K
ρw Density of tank (Brass) 108.9 Kg/m3

Exdes =
∑

i

{∫

Ωs

(
ρCp

)

e(Ti − Ti− 1)s + Sm

[
ΔH
Mg

+ Ti,s
(
Cp,g − Cp,s

)
]

dV
}(

1 −
300
Ti,s

)

(18) 
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to vary over time. However, previous studies [3,15–20,31–44,52,53] 
have typically applied a constant reaction temperature throughout the 
process, potentially resulting in excessive energy use or insufficient 
thermal input. To address this, we propose a demand-driven dynamic 
heating (DDDH) strategy based on the evolving reaction kinetics, as 
illustrated in Fig. 3. The approach begins by applying a constant heat 
flux Q0 to the tank wall, which rapidly raises the system temperature to a 
defined peak temperature Tp. Once the hydride bed reaches the mini
mum reaction threshold, dehydrogenation initiates. The high wall 
temperature helps overcome the initial energy barrier, accelerating the 
reaction [54,55].

The system maintains Tp until the reaction reaches 20 % completion. 
At that point, heat input is stopped. Due to the adiabatic condition, in
ternal heat is redirected entirely to support the chemical reaction. As the 
temperature naturally drops to a lower equilibrium value T0, a smaller 
heat flux Q1 is applied to maintain that temperature until dehydroge
nation completes. The full thermal management process is described by 
the strategy equation in Eq. (23). All boundary conditions used in this 
study remain within the safe operational limits of both the hydride 
material and tank structure. 

Q =

⎧
⎪⎪⎨

⎪⎪⎩

Q0,Tw < Tp, ξ < 0.2

0,T0 < Tw < Tp, ξ ≥ 0.2

Q1,Tw < T0, ξ ≥ 0.2

(23) 

3.2. Isothermal dehydrogenation performance under varying temperature 
conditions

The first scenario investigates isothermal dehydrogenation under 
controlled wall heat flux conditions. The procedure for selecting the 
optimal heat flux Q is detailed in Fig. S4 of the Supporting Information. 
Once thermal equilibrium is reached at the wall boundary, the system 
maintains steady operating conditions throughout the dehydrogenation 
process. While Model A and Model B exhibit similar overall behavior, 
Model B is more commonly used in engineering applications and is thus 
the main focus of this study. Additional specifications and performance 
data for Model A are provided in Fig. S5.

Fig. 4 illustrates the thermal performance of Model B under different 
wall temperature settings, comparing average bed temperature, reaction 
fraction, and energy consumption. As shown in Fig. 4(a), temperature 
evolution follows three distinct stages: a rapid initial rise, a brief cooling 

Fig. 3. Schematic of the demand-driven dynamic heating (DDDH) strategy.

Fig. 4. At different dehydrogenation temperatures, the curves of (a) average hydride temperature, (b) reaction fraction and (c) dehydrogenation energy variation 
with reaction time, (d) energy consumption and time of dehydrogenation versus reaction temperatures for Model B at 10 kW/m2.
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phase during early dehydrogenation, and gradual reheating until 
completion [56–58]. In Fig. 4(b), the reaction progress closely follows 
the temperature profile over time. Fig. 4(c) shows that increasing the 
wall temperature from 563 K to 633 K shortens the dehydrogenation 
time by 29.4 h and reduces energy consumption by 2.77 kWh/kg H2. 
Fig. 4(d) presents the cumulative energy consumption, which increases 
sharply at first due to heating of the hydride, then stabilizes as the 
endothermic reaction becomes dominant. Compared to Model A 
(Fig. S5), Model B consumes more energy, mainly due to its larger tank 
mass, which requires additional heating. The differences in reaction 
energy across temperature settings are primarily attributed to heat 
absorbed by the tank structure. Finally, Fig. S6 presents transient con
tour plots of temperature and hydrogen concentration fields, confirming 
that the optimized geometry of Model B enhances thermal uniformity 
during the reaction.

3.3. Effect of different peak temperatures with the DDDH strategy

The second case considers variable-temperature dehydrogenation 
using the DDDH strategy, with heat flux settings detailed in Figs. S7–S9. 
Fig. 5(a) shows the evolution of average hydride temperature in Model B 
over time at different peak temperatures (Tp). As Tp increases, the hy
dride bed heats more rapidly before cooling to the equilibrium tem
perature, following a similar trend across all cases. As shown in Fig. 5(b), 
a higher Tp accelerates the dehydrogenation process and enhances 
hydrogen release during the subsequent cooling stage, highlighting a 
performance advantage over isothermal heating.

Compared to Model A, Model B achieves faster hydrogen release and 
shorter reaction time across all temperatures, due to its enhanced 
thermal conductivity [59,60]. However, this benefit comes with 
increased energy consumption, primarily due to the greater mass of the 
tank. The total energy consumption for Model B is 22.45 kWh/kg H₂, 

distributed as 9.30 % for the hydride, 35.30 % for the tank, and 55.40 % 
for the chemical reaction. While the energy used by the hydride and 
chemical reaction slightly decreases due to lower hydride mass, the 
contribution of tank increases significantly due to its structural bulk.

The energy-time profile in Fig. 5(c) consists of three stages. Initially, 
energy increases rapidly as heat is absorbed by the tank and hydride. 
Once the threshold temperature is reached, the reaction initiates and 
energy are directed to the chemical process. In the second stage, a 
plateau appears around 20 % of dehydrogenation is completed with no 
external heating, as the tank releases stored heat to maintain the reac
tion. In the final stage, heat is reapplied to maintain equilibrium tem
perature, while the reaction rate gradually slows due to decreasing 
hydrogen content. Fig. 5(d) further illustrates this energy behavior in 
Model B. The graph shows an initial sharp rise, a plateau at 20 % 
dehydrogenation, and a gradual increase as the reaction progresses. No 
heat is applied during the plateau, as internal tank heat sustains the 
reaction.

3.4. Effect of different equilibrium temperatures with the DDDH strategy

Fig. 6 illustrates the performance of Model B at various equilibrium 
temperatures. As shown in Fig. 6(a), all parameters remain constant 
except for the equilibrium temperature, resulting in identical curves 
until the hydrogen storage tank reaches thermal equilibrium. A higher 
equilibrium temperature enables the target tank temperature to be 
reached more rapidly, thus initiating the temperature maintenance 
phase earlier. Fig. 6(b) demonstrates that the lower hydride tempera
tures associated with the conventional strategy led to slower dehydro
genation rates and extended dehydrogenation durations.

Fig. 6(c) shows that the DDDH strategy does not significantly affect 
total energy consumption, regardless of the equilibrium temperature. 
Under the isothermal heating strategy, the hydrogen storage tank 

Fig. 5. Variation of (a) reaction time versus average hydride temperature, (b) reaction time versus reaction fraction, (c) reaction time versus dehydrogenation energy 
and (d) reaction process versus reaction energy at different peak temperatures for Model B.
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reaches a lower temperature, reducing energy consumption during the 
initial dehydrogenation phase. However, energy expenditure increases 
in later stages due to the substantial heat absorption required for the 
dehydrogenation reaction, which supplies the energy necessary for 
chemical transformation. In contrast, the DDDH strategy causes the 
hydrogen storage tank to reach a considerably higher temperature 
earlier in the process, resulting in greater initial energy consumption for 
the device as a whole. The main advantage of this approach is the ac
celeration of the dehydrogenation process, as the higher initial tem
perature effectively overcomes the energy barrier inherent in 
magnesium-based hydrogen storage materials, thereby significantly 
accelerating the reaction [61]. Meanwhile, Fig. 6(d) represents the 
temperature contour plots inside the hydrogen storage tank for different 
reaction times. Similarly, the trends observed for Model A (Fig. S11) are 
consistent with those of Model B. This further supports the generaliz
ability of the results and confirms that the DDDH strategy yields similar 
performance improvements across both models.

3.5. Comparative assessment of energy consumption and exergy efficiency 
in dehydrogenation processes

In this study, energy consumption is primarily determined by the 
final equilibrium temperature. The DDDH strategy effectively reduces 
energy demand while significantly shortening dehydrogenation time. As 
shown in Fig. 7(a), Model A achieves limited energy savings under 
DDDH due to its lower thermal conductivity. For example, energy con
sumption is reduced by 0.31 and 0.50 kWh/kg H2, corresponding to 
savings of 0.67 % and 0.78 %, respectively. In contrast, Fig. 7(b) shows 
that Model B achieves more substantial reductions. When transitioning 

from 873 K to 603 K, the dehydrogenation time decreases to approxi
mately 1.10 h, and energy consumption is reduced to 0.67 kWh/kg H2 
(2.98 %). Similarly, transitioning to 573 K results in a time of 2.81 h and 
consumption of 0.78 kWh/kg H2 (3.49 %). These values outperform 
those observed in constant-temperature scenarios at 588 K and 593 K. 
These results indicate that at higher equilibrium temperatures, the 
DDDH strategy primarily contributes to energy savings, while at lower 
temperatures, it mainly accelerates the dehydrogenation process.

For both models, the energy used to heat the hydride and to support 
the chemical reaction is defined as effective energy input [62,63]. Fig. 7
(c) and (d) illustrate the exergy efficiencies under various heating con
ditions. Without the DDDH strategy, exergy efficiencies remain rela
tively low: 0.31 for Model A and 0.29 for Model B. The slightly lower 
efficiency of Model B results from its higher energy requirement for 
structural heating. Adjusting dehydrogenation temperature alone has 
minimal influence on exergy performance. However, when the DDDH 
strategy is applied with a higher peak temperature (such as 873 K), the 
exergy efficiency improves significantly. Specifically, it increases by 
1.26 % in Model A and by 3.23 % in Model B. These improvements are 
particularly relevant for large-scale hydrogen storage systems, where 
enhanced energy efficiency directly contributes to sustainability and 
cost-effectiveness.

3.6. Comparative assessment of reaction time in dehydrogenation 
processes

When the hydrogen storage tanks reach thermal equilibrium and are 
insulated from external heat exchange, all available heat is used to raise 
the material temperature and drive the endothermic reaction. As a 

Fig. 6. Variation of (a) reaction time versus average hydride temperature, (b) reaction time versus reaction fraction and (c) reaction time versus reaction energy and 
(d) temperature contour plots during dehydrogenation for Model B.
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result, for a given equilibrium temperature, the energy required for 
dehydrogenation remains constant. Fig. 8(a) and (b) present the opti
mization of dehydrogenation time for different strategies in Model A and 
Model B. At the same equilibrium temperature, energy use remains 
unchanged. Due to the “burst effect” in magnesium hydride, a higher 
initial temperature can more effectively overcome the activation barrier, 
thereby speeding up the reaction and shortening the overall duration. 
For Model A, the DDDH strategy reduces reaction time by 33.36 %, 
22.33 %, and 16.39 % at 573 K, 603 K, and 633 K, respectively. Due to its 
better heat transfer, Model B shows even greater time savings: 57.99 %, 
37.85 %, and 28.26 %. However, the time-saving benefit declines as the 
equilibrium temperature increases.

Fig. 8(c) summarizes how different strategies affect dehydrogenation 
time in magnesium-based storage systems. Common approaches include 
improving the heat transfer structure [64,67], increasing convective 
heat transfer coefficients [3,44,64,65], boosting effective thermal con
ductivity [31,65], or enhancing material permeability [66], as detailed 
in Table 2. The DDDH strategy achieves up to a 57.99 % reduction in 
dehydrogenation time, which is surpassing most traditional methods. It 
achieves this by modifying the heating profile during the reaction 
without altering external system conditions. Moreover, under adiabatic 
conditions, this time saving comes with no increase in energy use. While 
increasing convective heat transfer coefficients can improve reaction 
rates by up to 60.17 %, it also raises energy consumption and cost. This 
further highlights the advantage of the DDDH approach in delivering 
efficient and cost-effective dehydrogenation, supporting scalable and 
sustainable hydrogen storage solutions.

3.7. Evaluating dehydrogenation performance under non-adiabatic 
scenarios

While the preceding sections focused on adiabatic conditions, 

practical implementations must account for ambient heat dissipation. 
Consequently, thermal management of the hydrogen storage system 
becomes critical. In this study, five different thermal environments for 
Model B were evaluated: (I) adiabatic condition; (II-III) conductive heat 
loss cases with insulation thickness of 0.1 m (thermal conductivities of 
0.024 and 0.0322 W/m/K) [68,69] and (IV-V) convective heat transfer 
cases with external heat transfer coefficients of 1 and 2 W/m2/K, rep
resenting typical natural convection environments or weak insulation 
scenarios. The variation curves of reaction fraction and dehydrogena
tion temperature under these conditions are shown in Fig. S12 and 
Table S8. Although the thermal environments introduce some variation 
in temperature profiles and reaction behavior, the DDDH strategy 
consistently outperforms the conventional isothermal approach across 
all cases. Fig. 9 delineates the dehydrogenation energy consumption and 
time characteristics under isothermal and DDDH strategies, contrasting 
adiabatic operation, multiple insulation measures and natural convec
tion scenarios.

Fig. 9(a) displays the dehydrogenation energy consumption varia
tions of both strategies under different thermal environments. Under 
adiabatic conditions, where energy consumption is solely determined by 
equilibrium temperature, both strategies demonstrate identical energy 
consumption. When heat dissipation occurs, the continuous heat ex
change between the hydrogen storage tank and ambient environment 
introduces time-dependent energy consumption characteristics. As 
shown in Fig. 9(b), the reduced duration in high-temperature regions 
under DDDH implementation significantly impacts the overall dehy
drogenation time. Despite environmental heat loss, the DDDH strategy 
consistently achieves faster hydrogen release, with dehydrogenation 
time reductions ranging from 57.99 % to 42.44 % across varying thermal 
conditions. This shorter operational time not only minimizes heat 
dissipation loss but also enhances the overall thermal utilization, which 
is critical for large-scale and long-duration hydrogen storage 

Fig. 7. Optimization of energy consumption of different dehydrogenation strategies for (a) Model A (without fins), (b) Model B (with fins). Exergy analysis of 
dehydrogenation process for (c) isothermal heating, (d) demand-driven dynamic heating.
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Fig. 8. Time optimization of different dehydrogenation strategies for (a) Model A (without fins) and (b) Model B (with fins). (c) Complete dehydrogenation time 
optimization compared to other works [3,31,44,64–67].

Table 2 
Dehydrogenation rate optimization compared to other works.

Optimization measures Detailed contents Dehydrogenation 
time

Optimized 
quantity

Ref.

Heat transfer structure Enhancing heat transfer structures to improve dehydrogenation rates. Tank 10,000 s Base Line [64]
Exchange pipe 7000 s 39.00 %
Pipe and fins 6100 s 30.00 %

Heat transfer 
coefficient

Adjusting fluid flow rates in concentric-tube finned tanks to accelerate heat 
exchange.

40 m/s 6100 s Base Line
80 m/s 4800 s 21.31 %
120 m/s 4100 s 32.78 %

Heat transfer 
coefficient

Modifying the convective heat transfer coefficient to assess its impact on 
dynamic tank performance.

10 W/m2/K 5.55 h Base Line [65]
100 W/m2/K 2.59 h 53.24 %
1000 W/m2/K 2.21 h 60.17 %

Effective thermal 
conductivity

Altering effective thermal conductivity to evaluate its influence on reaction 
behavior.

0.2 W/m/K 2.55 h Base Line
0.4 W/m/K 1.72 h 32.73 %
0.674 W/m/K 1.57 h 38.47 %

Permeability of MH Varying material permeability to observe changes in dehydrogenation time. 5.9e-16 m2 11.01 h Base Line [66]
1e-15 m2 8.37 h 23.98 %
1e-14 m2 4.35 h 60.76 %

Heat transfer 
coefficient

Controlling heat-conducting oil flow rates in large-scale magnesium-based 
tanks.

0.5 m/s 5.49 h Base Line [3]
1 m/s 4.00 h 27.11 %
9 m/s 2.27 h 58.69 %

Heat transfer 
coefficient

Changing Ar gas flow rate in MgH2 tanks under zero-gravity design conditions. 25 m/s 5.75 h Base Line [44]
50 m/s 3.88 h 32.16 %
100 m/s 2.97 h 48.06 %

Effective thermal 
conductivity

Compacting MgH2 into disks to investigate the impact of structural form on 
reaction time.

Powers 4412 s Base Line [31]
Disks 3373 s 23.55 %

Heat transfer 
coefficient

Adjusting the flow layer thickness to optimize heat and mass transfer 
performance.

0 mm 3512 s Base Line [67]
5 mm 2954 s 15.88 %
10 mm 2980 s 15.15 %

The DDDH strategy Implementing a demand-driven heating strategy based on the burst effect to 
match energy input with kinetic demand.

573 K 6.69 h Base Line This 
workFrom 873 K to 

573 K
2.81 h 57.99 %
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applications. Notably, increasing heat dissipation exacerbates the en
ergy demand disparity between isothermal and the DDDH strategy. 
These findings further validate the robustness and practical applicability 
of the DDDH strategy under realistic, non-ideal conditions where ther
mal losses are inevitable. However, the increased energy and time re
quirements under high heat transfer scenarios highlight the need for 
effective thermal insulation and environmental shielding, especially 
when deploying MgH2-based storage systems in stationary or grid- 
integrated energy infrastructures.

4. Conclusion

In this study, a novel demand-driven dynamic heating (DDDH) 
strategy that synchronizes thermal supply with reaction-stage-specific 
energy demands in MgH2 dehydrogenation was proposed. The DDDH 
strategy origins from dynamic dehydrogenation kinetics of MgH2 based 
on its burst effect, constructing a bridge between materials science and 
thermal management engineering. The DDDH strategy was applied to 
two typical hydrogen storage tanks (with and without fins) through 
multi-physics field simulation. By targeting both kinetic limitations and 
system-level thermal inefficiencies, this work provides a new technical 
pathway for enhancing solid-state hydrogen storage systems geared to
ward large-scale energy applications. The DDDH strategy can simulta
neously reduce dehydrogenation time, reduce energy consumption, and 
enhance exergy efficiency. The key findings are summarized as follows: 

(1) Through segmented fitting of the experimental dehydrogenation 
kinetics curve, the variation curves of reaction rate parameters 
(activation energy and pre-exponential factor) with the dehy
drogenation progress were obtained. Specifically, the dehydro
genation energy barrier is initially high at the onset of the 
reaction, gradually decreasing and ultimately stabilizing as the 
reaction progresses toward equilibrium, which is highly consis
tent with the burst effect in theoretical.

(2) The DDDH strategy can reduce the energy consumption of 
dehydrogenation reactions while enhancing exergy efficiency. At 
peak and equilibrium temperatures of 873 K and 573 K, energy 
savings for the two models reached 0.31 and 0.67 kWh/kg H2, 
representing 1.46 % and 2.98 % reductions, respectively. 
Notably, energy savings exhibited a positive correlation with 
equilibrium temperature: when equilibrium temperature 
increased to 603 K, the savings further rose to 2.87 % and 3.49 % 
for the respective models. Concurrently, exergy efficiency 
improved by 1.26 % and 3.23 % compared to the isothermal 
heating strategy.

(3) The DDDH strategy can significantly reduce the dehydrogenation 
time. Dehydrogenation duration decreased proportionally with 
increasing peak temperature but inversely correlated with equi
librium temperature elevation. At peak and equilibrium temper
atures of 873 K and 573 K, respectively, the two models achieved 
time reductions of 33.36 % and 57.99 %. These results strongly 
support the potential of the DDDH strategy for rapid hydrogen 
release in practical, high-capacity storage systems.

(4) The DDDH strategy further demonstrates superior performance in 
both dehydrogenation duration and energy consumption under 
non-adiabatic conditions. However, excessive external heat 
transfer incurs significant energy penalties, consequently neces
sitating effective thermal insulation implementation in practical 
engineering applications.

This study contributes a scalable thermal management strategy that 
combines energy supply-demand matching with the intrinsic kinetics of 
MgH2, aiming to serve the practical demands of stationery and grid-level 
hydrogen energy storage. This strategy enables simultaneous enhance
ment of dehydrogenation rate and system-level energy/exergy effi
ciencies without requiring additional equipment. Future work will 
involve experimental validation of the DDDH strategy, with systematic 
measurements focusing on system durability and material cyclability 
under dynamic operating conditions. The success of the DDDH strategy 
highlights its applicability as a robust framework for next-generation 
solid-state hydrogen storage systems, particularly those intended for 
large-scale and long-duration energy storage infrastructure.
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